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Abstract

The article deals with topical issues of ecological assessment of natural-technogenic study objects state, taking into account its interaction with the
surrounding environmental systems and the necessary internal mechanisms to regulate these influences in order to maintain appropriate equilibrium and
stationarity regarding the dynamics of such interactions. Attention is paid to research into environmental safety as a major component of human safety
and the pledge of human health, in providing a sound solution to human health and environmental issues. The main tendencies in the formation of
system objects view «natural-technogenic system—environment» are considered. Priorities have been given to create a comprehensive framework for the
study of such systems. The benefits of the cooperative methodology for assessing the state «system—environment» are substantiated. It is suggested to
use entropy function for estimation of state conformity and complex systems functionality with requirements of equilibrium «system—environment»,
usage of theoretical base of structural matrices for solving problems of complex systems (system objects) modelling for their state assessment and
functional correspondences, software of implementation such assessment according to the methodological foundations of these approaches. The
advantages of these methods in the study of complex objects from the standpoint of their versatility and the possibilities of using them in creating the
necessary knowledge base and obtaining complex models of system objects and working with them to identify the evaluation characteristics of the state
and development tendencies of interacting with the environment systems are shown.

The practical application results of the proposed solutions to the safety issues for the system objects «organism—environment» are given in the
example of the relation between the brain work and the environment properties. The gradual estimation algorithm of target systems ecological state of
and their interactions with environment by entropy function is presented, which allows to correlate states and processes.

Key words: system object, probabilistic entropy estimation, entropic state function, structural matrix, cognitive approach, complex estimation,

equilibrium, research model.

Problem statement. System analysis by a
comprehensive methodology covers the processes of
spontaneous, natural manifestation of systems self-
organization within the research object, the assessment
of its state in achieving information-goal stability due to
the implementation of causal relationships that arise
between the sequence and nature of relevant changes
management decisions state, information parameters,
organization and efficiency of functioning of socio-
economic,  ecological-economic,  socio-ecological
systems.

On this basis, various matrices of managerial
decisions are developed, which allow to choose the
appropriate options for managing the systems in relation
to the probable situation changes with the maximization
of the cooperative structure informativity, that is, the
possibility of realizing the systems interaction in the
direction of obtaining the desired consequences — a
positive variant, removing the system from the
equilibrium — negative ones. The assessment of such
changes and the states set realization is carried out by
information-entropy system analysis according to the
measure of R. Hartley [1].

The complexity quality assessment of complex
systems is to establish the conformity of the structural
organization to its stated goals and conditions of the
required processes; the systematic approach of

determining such an estimate makes the organization for
the unconditional fulfilment of the research object. The
research system in this case is a two-way interaction —
the subject (object) and the measurement and
calculation system, which is additionally basic /
comparative (reference) information about the object.
Compliance as a resultant assessment of a complex
system state is established through identification, which
is the process of comparing information about a subject
or object with the provided identifier.

Thus, the task of finding a solution to uniquely
comprehensive assessment of the research object of
different nature as a result of information interaction
between different parties and adequate reproduction of
compliance with the requirements of the safety system.

The purpose of work is adequate to the real situation
of determining systems state in their coexistence terms
with the environment according to the safety
requirements view «(environment-system)—process—
(system state—environment)» in a situation of varying
degrees uncertainty.

In accordance with the stated research goal, the
article proposes to consider graphoanalytic solutions for
modelling such system formations and proposals for
their use:

1) to consider a complex system for the realization
of self-organizing factors of its structuring in conditions
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of variability of interaction with the environment, to
determine the role of information and entropy as
universal state characteristics of the research object and
processes in it to maintain stationarity in the object on
the example of «organism—environment» ;

2) to substantiate the expediency of using a
cognitive approach for a comprehensive study of the
object safety realization conditions view «system®—
process-system'» on the example of interaction
«organism—environment;

3) to give an example of practical implementation of
the graphoanalytic model «system—environment» in the
form of nested graphical constructions on the cognitive
analysis base.

Analysis of the recent researches and
publications. For research where the object of study is a
complex system taking into account human factor,
classical imitation modelling methods developed and
improved recently, such as statistical modelling (Mont-
Carlo method, etc.), classical system dynamics (models
of world dynamics and population, J. Forrester, Donnel
and Dennis Meadows, VM Matrosov), system
dynamics, including qualitative models (graphical
diagrams of direct and inverse causal relationships and
global effects of one parameter on the other in time),
quantitative model (streaming — Resource-Based Viev,
RBV, Discrete Event — Discrete event modelling, agent-
based — agent simulation) and situational modelling
(situational simulation) are not effective for the final
state of the object in real conditions. It is acceptable to
use cognitive analysis and situation management,
cognitive modelling of complex systems [1].

Cognitive methodology for the study of complex
systems is defined as the organization of cognitive
activity, consisting of the definition of the purpose,
object and research subject, the implementation of the
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model research meta-set, the application of the system
of methods, ways, models, information technologies of
cognitive modelling. To analyse the state and dynamics
of complex systems on the basis of observations, expert,
statistical and theoretical information in the process of
simulation receive and use topographic and logical
maps, cognitive maps for the provision of interacting
objects and their environment [3-7].

Statement of the problem and its solution. The
methodology for complex assessment of the ecologity
dynamic state (i.e., taking into account thermodynamic
flows) involves a macrosystem research level with the
determination of the probabilistic macrostate of an
integrating object and its components by entropy
function.

The equilibrium functioning of all large systems
components in accordance with the accepted postulate
of the synergistic effect importance from interaction at
the level of subsystems and elements of each of them as
a whole is implemented in such a corporate formation
microstate that corresponds to the maximum entropy.
The functioning of a complex system in a certain
external environment, its state and properties at each
time are characterized by numerical of parameters set
values

E =E(a;,b;,x.t), 1)
where a;,b;,x;,t — respectively external and internal

data parameter indicators, managed parameters and
time.

Information counteracts the tendency of changes in
the system to disorganization with increasing entropy,
increasing the amount of information in the system
helps to increase its organization, and thus contributes
to the situation certainty, gaining knowledge about the
object (fig. 1).
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Figure 1 — The diagram of the relationship between entropy and information
when evaluating complex objects «system—environment» state
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The depicted macro-system is a complex of
interconnected natural and social systems and
technosphere  —  «technical  shell», artificially
transformed space, which is influenced by products of
human production activities: X,W,E,S composition,

structure, energy, biosystem entropy, organism and
environment.

Thus, the close meaningful connection between entropy
and information defines the former as not a sufficiency of
information, but the second as a counteraction to entropy,
that is, the violation of established order, the need to seek
new knowledge about new systems and processes. These
two measures of complex systems state are connected by
negentropy — the movement to ordering, to the system
organization. Any system, interacting with the environment
to preserve its natural state counteracts the environmental
chaos by importing negentropy [8]. Thus, the principle of
self-organization of systems in search of stable state is
realized through cooperation, compatible action of necessary
factors, factors, processes, etc., which is a synergistic effect,
the synergetics subject, causes synergistic system to emerge
when combining individual components, maintaining the
system dynamic state according to the effect of joint actions
of each individual component in the form of their simple
sum.

The combination of content elements for system analysis
— entropy, information and synergy, is used to study the
features of socio-economic systems management [9, 10-12].
It is advisable to use such a framework for the research and
study of complex and poorly structured system formations
functioning containing natural, social and economic /
technogenic systems [13, 14]. It is proposed to provide such
a researched system in the form of «monitoring object
(system—environment)-state and functionality data =
external influence processes, internal regulation-self-
organization processes-steady object state, stationarity
(system—environment)». The entropy approach for such a
complex study is determined to be effective because it deals
with one function of state and change, statics and dynamics,
namely entropy. In studying the processes nature that return
a disorganized system from chaos to an orderly structure,
elements of synergetics are involved, that is, interaction
cooperation factors of imbalance regulation, unregulatedness
situations. The fixation of the necessary change direction is
followed by the course of arbitrary processes and changes in
the entropy level. Such a delineation in a comprehensive
system analysis of a complex object of the entropy theory
elements and synergetics determines the basis for entropy-
information assessment of the system objects state [15].

Entropy-information quality assessment is considered as
a universal analytical system for determining an object state
of any nature and complexity. Such a comprehensive
approach to the analysis of compliance with environmental /
safety requirements is proposed to be applied when solving
the problems of studying the state of weakly structured
«object—environment» systems due to the stochastic
dynamics, which corresponds to the uncertainty area
regarding the parametric characteristics of such system.

Given the changes in the system in its interaction with
the environment (systems in the object — the internal
environment, with the environment — the external
environment) there is uncertainty with its final state by N
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probable consequences (outputs) pn, which is defined as the
entropy of the form (R. In L. Hartley, 1928 [1, 16]):

S=log,N. 2

For independent random events X with N probable states

described by probabilities p, (n = ﬁv) set the average

entropy that takes the following values:

— minimum for the case when the probability of one of
the stands is equal to one;

— maximum with uniform distribution of the states’
realization probability for n=1,N, p, =1/ N ;

— zero for other cases.

Thus, this average characteristic determines the level of

knowledge about the state of the system and is defined as
information entropy (KE Shannon, 1948 [17]):

N
Sx :_zpn '10g2pn = _M[10g2pn]7 (3)

n=1
where M [ ] is the mathematical expectation operator.
The entropy according to formula (3) is calculated on the
interval at the calculation [0,log, N ].
K-entropy (Kolmogorov-Sinai entropy or Krylov-
Kolmogorov entropy) is used to characterize the degree of
randomness at the output of dynamic systems.

s fim In[d(t)/d(O)]’ @
e

where d(t) — distance between trajectories x(t), X,(t),
that runs through the dots x,(0), x,(0):

d(t)=2(1)-x(0);
d(0) — the distance in phase space between points
%(0), x,(0) in r=0; + —time [18].

Uncertainty in the occurrence of destructive elements
«system—environment» is resolved by the sequence (stage)
of its elimination on the basis of systematic analysis of
correspondences in decomposition systems for their
analytical evaluation -—system, statistical state; factors of
functionality and interaction; processes of interaction and
adaptation, the equilibrium system state.

The coherence of the object and the environment, that is,
the stationarity establishment of their relations, the
adaptability to each other is identified by the increase of
structural entropy level by thresholds, which causes
information entropy as its integral component increases.
Increasing the entropy to its maximum at the point of
contradiction causes the transition to a probabilistic state,
transforming the structural into an information entropy with
zeroing of its local component and approaching the
maximum of the integral.

Provided the creation of a purposeful system of a certain
quality, they implement managed changes by the measures
system of specialized management. External action against
the backdrop of a natural environmental impact should help
to achieve a compliance point, which is only guaranteed
with minimal risk of decision making, without intervention,
control of unauthorized adaptation and arbitrary processes;
regulation and end control. In all three of these decisions, the
system or object must reach an attractor — a structure
(function) that sets (determines) the stable system state due
to arbitrary processes, synergistic effects, nonlinear
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phenomena. In this way, the probable system state is
realized, the probable purposeful action that will lead to the
maximum ordering and self-organization of the object
(AS - 0,5, > min - AS >0,S, — max ).

The Shannon information (3) is a statistical and
probabilistic interpretation of the information amount
for an object-environment system. The initial date about
such an object state & are determined by the probability
distribution  P{&=x;f=p,. With only such a
distribution of possible values Xy, X,,..., X, , that really
reflect the real &, uncertainty situation arises. It is
suggested to eliminate it through additional allocation
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for a random object n with consideration of the joint
probability distribution P{g=x,,n=y,{=p;.

If complex objects are investigated, more reliable
data (information about the natural object state) is more
likely m=y, and establishing conditional distribution

& P{g:xi |n:yj}=pi‘j. In the study of complex

systems of natural-technogenic nature, monitoring
information is supplemented by a knowledge base
(phenomenological approach), which allows to remove
uncertainties at certain stages of systematic analysis
and, if necessary, to establish risk factors for disturbing
the «object—environment» state stability (fig. 2).
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Figure 2 — Probabilistic-entropic estimation of the system state and factors of its stabilization

Knowledge in systems analysis is naturally linked to a
cognitive approach that focuses on improving the object
(complex system) rather than the subject. According to the
model of meta-set of research in accordance with the tasks
systematization in terms of fuzzy information, the solution is
obtained in the following sequence of cognitive analysis
[19, 20]:

—identification of the object and environment in the
form of a cognitive model (expert, statistical and other
identification methods);

— cognitive model analysis (graph theory methods);

—analysis of observations, controllability, stability,
sensitivity, adaptability (control theory methods);
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— decomposition - composition (general systems theory
methods);

—connectivity analysis  (graph  theory methods,
topological systems analysis - g-connectivity)

—scenario analysis (methods of scenario modelling,
situational analysis, impulse modelling);

—decision making in uncertainty based on the study of a
complex system (decision making theory methods for
problems in probability uncertainty - methods of solving the
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optimal value of the face value in conflict, cooperation -
game theory methods).

Cognitive models in the form of cognitive maps and
impulse modelling (scenario analysis) are used to obtain
information about the complex-structured system state. The
correspondence of its stationarity, equilibrium in the
«object—environment» system, the possibility of achieving
the goal of contral is established on the basis of methods,
ways, models, information technologies of cognitive
modelling (fig. 3) [2-7].
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Figure 3 — Scheme of building a model of a complex system for the assessment of the object
based on the cognitive model

The methodology of cognitive modelling used in the
concept of complex entropy-information study of
complex system objects involves the construction of a
cognitive model of various shapes according to purpose,
subject area of study, information base and represents in
a generalized form a parametric vector functional graph:

D, = <G,X,F,6 >, (5)

where @, — parametric vector functional graph,

n

G=(V,E) — cognitive map, a sign-oriented graph in
which ¥ =y,

,i=1,2,...k —multiple vertices (concepts,
objects, subject areas of study)), E =|e,j| — the set of

arcs that connect the vertices v, i v;; X =|x;| — the set

of vertex parameters; F = f (v,.,v j,e,.j) — function (func-

tional f(vl-,vj,el-j), coefficient f;;) connection between

the vertices; 6 — the space of the vertex parameters.

In order to take into account the forms of interaction
of heterogeneous objects in one state space -
cooperation, coalition or competition, a complex
perception of the situation becomes necessary. In this
case, the general model of the object as a complex
system of research with view «system-internal and
external environment» is a hierarchical cognitive model
in which the R-rules of change in the structure of
cognitive models, A-rules of interaction;

IGGy = {Iij»R’A}’ 1Gy = <ijan(/¢+1)an1¢>, (6)

where G, G ) cognitive maps at levels

J
kk>22,E, = {ekﬂ,ﬁl} — multiple arcs between levels &,

e,x+1 — the relationship between the vertices of

different levels; {v(")} — the set of vertices k& -th level,

1

{el(jk)} — arcs that determine the relationship between

vertices of one level.
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Spatial-temporal changes for complex systems are
presented in the composition form of cognitive models
and system dynamics models, which as a result is
determined by a parametric vector functional graph of
this form:

D <<V, E> X, F,0>, @)
where G <V,E > — a sign-oriented graph in which V is
a set of vertices, «concepts» v, eV,i=12,..,k -
elements of the studied system; E — the set of arcs
e; €k, j=12,..n — interaction between vertices

v,y X 1Y -0, X —the set of vertex parameters,
X=X x0) e xiz12... k)
) _ {xg},g —1.2,.../, Where xg)

parameter vi; ©

— g-th vertex
— the vertex parameters space;
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(transformation) of arcs, where f;; — it is a functional

dependence of the vertex parameters that is matched to
each arc.

System dynamics model is a diagram of cause and
effect in the form of a certain structure Gs and is
displayed by a graph that reflects the relationship of
model parameters. In the general cognitive map of the
research object, this is a subgraph @, .

Dependence  f; is determined not only by
functional changes but also by the stochastic influence,
which is given in the simple version in the form of a

weight factor w;; . Blocks (subgraphs) are distinguished

in the matrix of a functional graph — cognitive maps,
such as «weighted graph» with relations w;;, function

block with function type arcs f (xl- ,xj,el-j):

F=F(X, E)=f (xl» X j,e,-j) functional ~adjustment
" V, . Vg V; Via Vit Vi
nl o +1 . -1 w, 0 -1 0
v, 0 0 +1 0 Wy i 0 Wok
Viy | +1 +1 . 0 -1 0 +1 w_
Vi Jix Jin 0 fij Wij+l o - 0 Wik
Via | Jio o Jfinz Ji a1 0 0 . 0 0
Viao | Jecn Jia12 0 Jeaw; A1 0 +1
Vi | fra 0 it S o .. 0 0

The overall model is determined in two ways: top
and bottom. The structure of the «top of the cognitive
model» implies at the initial stage of determining the
«starting» cognitive map Go, which is further refined
and added to a parametric functional graph (7) with
reflection in it of qualitative factors (eg, natural
environment) and quantitative (eg, population income,
industrial production, pollutant emissions, etc.). In this
case, the system dynamics model is determined by the
structure of the link according to the technology
changes in the form of a subgraph Gs. The form of the
structure from «below» is the synthesis of individual
blocks of the cognitive model into a common cognitive
map.

In complex research of complex structured system
objects of type «system—environment», «state—process»
it is advisable to consistently alternate the ways of
construction «from above»—«from below» with
realization of graphs composition operation Go and Gs:

Dy =GyoGy . 8

ax max

Srl;:lut, log-in (S load input )_) S

max

ystem

5
max max

where St oo (S!,?Zﬂ‘”"“‘) — entropy estimation of logon
under external influence (load on system elements —
destabilization conditions — entropy maximum);

Ssystem process aboard Ssystem / Ssystem influence

max min maximalvariety

transformation due to processes in the system with

process aboard Ssystem
%

Thus, for the life support of organism systems
interacting with the socio-ecological and economic
environment [20-24] define a complex structure for the
study «(environment-—brain (system))-action (process)—
system state-regulatory influence on other systems—
processes internal order-the final system statex.
Analysis and assessment of self-organizing changes for
the system object «system  state-interactions
(functionality restoration)—end state of the system» are
conducted in accordance with the knowledge of
processes  realization of  functional  disorders
stabilization in the brain system as a result of nerve cells
destruction due to replacement by neighboring neurons
that «have been re-educated», meaning their obligatory
presence within the entire cluster of nerve cells.

The flow of the stabilization processes is arbitrary
and their direction is related to the determination of the
entropic function of the state and the processes
«system—environment» according to the effect of
stabilization (*) or structure disturbance (**)
(see fig. 2):

input, log-in load input system rocess aboard system output [ o systemfinalstate |
Sy DS ) e s s gy g (e |

min

output [ o systemfinalstate
> P (g

\ Kk
maximalvariety maximumstress ) '

obtaining of state stabilization (minimum entropy
achievement) Szi“n"’“t(ssys‘em””a's‘a‘e) or the maximum

min
variability of its realization under the condition of
maximum entropy at the state of maximum voltage

S output (S sy stemfinalstate )
max maximumstress
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Considering the description of the system interaction
with the external environment (metamodel (8)), the
processes in its stabilization synergy of initial state
consider a number of interconnected impulse processes
in the following form:

ASTTPH( +1)= AASTPU() + D ASOUPU(K);

ASOUPU( 4 1) = C ASOUPU(K )+ RASMPU (), (9)
where ASMPUE(f) = STPUL() _ SNPUL( 1) and
ASOUPU () = SOUP() - SOUP N (k —1)  — st
differences; 4,B,D,C,R —adjacency weight matrices.

In the first equation (9), in the impulse process
model, the increments in the system are not measured

AS°"PU(k) defined as limited perturbations to achieve

compliance with the «environment—system». To control
the model, a control vector is introduced as follows:

ISSN 2522-1892

ASPU( 1) = AAS U (K )+ BAU (k)+ D ASOUP(k), (10)
where AU (k)=—KAS™"(k) — control vector of state

regulator reducing perturbation AS°“P"(k).

In order to obtain comparable results, for each
structure element of the analyzed system, relative

entropy characteristics are determined, calculated as
follows:
6§inPUt(i)= S_Input(i + n)_ S—mput(i) _
S_Input(i) (11)
=aj in, (i£n)=11L,

which determines the corresponding information-entro-
pic structure of the system state according to the data of
figure 2 and the relation in formula (11) (fig. 4) [15, 25].

i - i Xs *7 Xg X9 i *10 11
1 x| ap i o ial 0 | 9
2| | X |an i a9 i ayyo | 4211
3 || —as | @ | x |axy : 39 : B | Bn
A G |G | d | X 1Gas | Qs | 9w | Gws | LS
S asy | a5y | s | G5y ) X | Asy, | G5y, | sy, | G5y, | Gy, | Osx,
6 i Qg7 dsg | dox, i Ux, | dsx,
7 i d7g X dg | A7y, i rx, | Y1x,
8 ! azs agy X By, i Ay, | %y,
L S O S O e 2 S B Bt
10 | oy, | Mox, | Fox, | Qoo | X Ao 1
11 ! Ay, |y, | qux, | Qo fan | X

Figure 4 — Information-entropy analysis
«environment—environment systems—brain—regulation processes—systems state»

For example, to investigate the brain state of the
type «environment-system», its model is presented as a
system object in the form of a structural matrix (see fig.
3) in accordance with the methodological provision of a
complex solution to the DM problems. The brain as a
complex system is divided into distinct areas by
functional responsibilities [25-24]. The complexity of
the object involves the estimation of damage sites, a
complex of neurons interactions within different zones
between themselves by the structuring results of the
external and internal environment of the brain (fig. 5).
At Figure 5 the following descriptions are used:
topological-cognitive graph view X{x,,X,,X3, %z, %5} —
external inputs: gaseous, liquid, solid impurities,
ionizing radiation, extreme factors; X ; — morpho-func-
tional systems: X, = X'{xe,x7,x8}
endocrine,

— regulatory —

nervous, immune systems;

ijzzxi{x",xlo,xll} — provision — respiratory,
digestive, cardiovascular; X! {x‘s,x7 ,xs,xg,xlo,x“} -
67 8 9 10" 11

core systems — neurons, hormones, immune cells and
antibodies, O, and CO; in the blood, nutrients in the

blood, nutrients and O, and CO; in tissues;
Yo {y1,¥2,Y3.Ya) — functions — regulation, exchange,
digestion, circulation.

Thus, the self-preservation of the brain system in the
surroundings of environmental systems and the
environment is a reaction to changes external and
internal due to the activity of components and their
activation, that is, increasing disorder for energy release
to stabilize the system.

A specific feature of biological systems is
orderliness, since naturally the elements are
incorporated into such systems according to self-
organization into complexes due to systemic factors.
Chronic illness, as a long-term destructive system state,
has a certain effect on the interaction with the
environment — organism adaptation to the formation of a
stable pathological condition associated with the
transition of the organism (in particular the brain) to a
new functioning mode, partial stable normalization.
Such a regime is achieved through the destabilization
phases, which are determined by the course of slow-
motion physiological processes (SMPP), which are
considered as a complex of constant, stable potential,
and slow physiological fluctuations of different
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durations. Continuous potential with an appropriate
optimal range for different brain regions supports the
functioning of normal systems (in particular the brain).

Pathological conditions are determined by the output
of constant potential beyond the optimum range,
develop in two directions — the brain goes into the
excited state with the possible realization of a nervous
breakdown; the inclusion of protective mechanisms and
the onset of mental drowsiness. Persistent pathological
systems states have the ability to spread and cause the
whole object to global instability. Such states of
imbalance with their memory matrix and the reactions
that support them are determined by some adaptation to
long-term disorders, degradation states.

ISSN 2522-1892

Naturally, the dynamics of a system object with the
inclusion of a processes-interactions system is
determined by the results of multimethod local and
general studies of local events, microzones and
functionality in general systems and the object as a
whole. Changes in the degree of complexity and
randomness in the occurrence of pathology and altered
brain states causes a clear decrease in the complexity
and chaotic organism rhythms. Thus created chaos in
the body according to the dynamics of the processes
contributes to increasing the systems randomness,
which allows them to work in a wide conditions range
with adaptation to changes in the environment and
support functionality.

Figure 5 — System structural and graphical analysis of an object view
«external environment—environment systems—brain—processes of internal order regulation—systems state»:

— permanent connection;

For technically complex systems, such problems are
more deterministic and are solved by multicriteria
optimization based on computational experiments to
obtain Pareto-optimal solutions with a compromise final
conclusion [26].

The practical implementation of the proposed
approaches in solving the problems of complex systems
environmental assessment related to human health, is
provided in a joint research collaboration with the
National Medical University. The application of the
proposed cognitive models contributed to the
development of sanitary and hygienic direction in the
assessment of technogenically loaded territories
ecological state in the form of a corporate system of
research on complex ecological assessment of the
systems state (CES) based on the information and
software applications development (implementation acts
of the work results 2011, 2017) [27, 28].

Conclusions

Assessment of the state of systemic formation is
carried out by grouping methods of modelling objects
view «system—environment», their complex application
in the study of such system objects. To solve the
problem of quality assessment, a probabilistic entropy

— — random connection

basis was proposed, with a complex state reflection of
the investigated systems through the evaluation «input
information—internal data processing-the regulation
result of interaction with the environment», which
allowed:

1) to give the sequence of self-organizing factors
action and structuring in the variability conditions of
interaction with the environment of the investigated
systems, to determine the role of information and
entropy as universal characteristics of the object state of
research and processes in it to maintain stationarity in
the object on the modelling example «organism-—
environment» (see figs. 1, 2);

2) determine the advantage of using a cognitive
approach to comprehensively study the realization
conditions of the object safety type «system®—process—
system®» with the use of structural matrices and
cognitive maps on the example of providing information
on the interaction of «organism—environment»
(see fig. 3, 4);

3) to provide a graphoanalytic model «system -
environment» in the form of embedded graphical
constructions based on cognitive state analysis «brain—
effects on environmental systems» (see fig. 5).
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Ko3yas T. B., Kozyas M. M., linmaniaze 1. 1.

BCEBIYHE JOCJIIKEHHSI CACTEMHOI'O ®OPMYBAHHS CTAHY BE3IEKHU «OB’€KT-CEPEJJOBUILE»

CrarTs IPUCBSYEHA AKTYaJbHUM MUTAHHSIM EKOJOTIYHOI OLIHKM CTaHY HPUPOJHO-TEXHOTCHHUX O0’€KTIB IOCIIDKEHHS 3 YypaXyBaHHSM ioro
B33a€EMOJIl 3 OTOYYIOYMMH CHCTEMaMH HaBKOJHMIIHBOT'O CEPENOBMINA I HEOOXIMHMX BHYTPILHIX MEXaHI3MiB YperyalOBaHHS LHMX BIUIMBIB NI
MIATPUMKHU BiJIOBIIHOT PIBHOBAarM i CTalliOHAPHOCTI IMOJO JMHAMIKM TaKMX B3a€EMOJIN. YBara mpuaiaeHa IDOCIHIDKEHHSM B Taly3i €KOJOTri4HOi
Oe3reKH SIK TOJIOBHOI CKJIAJ0BOI OE3MEeKH JIFOJMHU 1 3alOpPyKH HOro 310pOB’I0, 3a0E3MEYCHHI0 3Ba)KCHOr'O DILICHHS IOAO 3aBJaHb OXOPOHM
3[0pOB’S JIOAUHU Ta HOro HAaBKONHIIHBOTO CEPENOBHINA. PO3IIIAHYTI OCHOBHI TEHZEHIIl y CTAHOBICHHI CHCTEMHHX 00 €KTiB BULY «IIPHPOIHO-
TEXHOT€HHA CHCTEMa—HaBKOJMIIHE cepefoBuIley. HamaHi mpiopuTeTn y CTBOPEHHI KOMIIJIEKCHMX OCHOB JOCIIUKEHHS Takux cucreM. OOTrpyHTOBaHI
nepeBaru KOOIMepaTHBHOI METOMOJIOTIT 3 OLIHKM CTaHy «CHCTEMa—HABKOJIHUIIHE CEPENOBUILEY. 3alPOIIOHOBAHO BUKOPUCTAHHS CHTPOMiHHOT QyHKIiT
JUISL OLIIHKM BiJIIOBIIHOCTI CTaHy i (DYyHKIIOHANBHOCTI CKJIaJHUX CHCTEM BUMOTI'aM PiBHOBATUM «CHCTEMa—HABKOJIMILIHE CEPENOBHUILEY», BUKOPHCTAHHS
TEOPETHYHOI 0a3u CTPYKTYpPHUX MaTPHIb IIOA0 PO3B’SI3aHHA 3a/1a4 MOJENIOBAHHS CKIAJHUX CUCTEM (CHCTEMHHX 00’€KTIB) AJIA OLIHKM iX CTaHy i
(yHKIIOHANBHUX BIAMOBIAHOCTEH, MPOrpaMHOro 3a0e3MedeHHsl peanizalil Takoi OIIHKM BiANOBIJHO METOAMYHUX 3acall Ha3BaHUX MiIXOIIB.
Toka3aHi mepeBary 3a3Ha4YeHUX METOAIB TIPH JIOCIIIKEHHI CKJIaTHUX 00 €KTIB C MO3MIIH X YHIBEPCAIbHOCTI Ta MOXJIMBOCTEH BUKOPHCTAHHS TIPU
CTBOpPEHHI HeoOXinHOI 0a3u 3HaHb 1 OTPHMAHHS KOMIUIEKCHHX MOJENed CHCTEMHHX O00’€KTiB Ta POOOTH 3 HMMH ILIOJO BHSBJICHHS OLIIHOYHHMX
XapaKTEePUCTHK CTaHy 1 TEHACHILIH PO3BUTKY B3a€MOAIFOYNX 3 HABKOJIHIIHIM CEPEIOBHIIIEM CHCTEM.

HamaHo pe3ynbTaTd NMPakTHYHOrO 3aCTOCYBAHHS 3alpOMOHOBAHHX MPOMO3MIiil BHUPIIICHHS NMUTaHb OE3MEKH caMe Ui CHCTEMHHX 00’ €KTiB
«OpraHi3M—HaBKOJMIIHE CEPEJOBHUINE» Ha MPHUKIAl CHiBBIAHONICHHS POOOTH MO3KY 1 BIACTHBOCTEil HABKONMIIHBOTO cepexoBuma. Hasemeno
AJITOPUTM IOCTYIIOBOI'O OIIHIOBAHHS €KOJIOTIYHOCT] CTaHy HIIBOBHUX CHCTEM i iX B3a€MOZiH 3 HOBKIIIIM 3a SHTPOMIHHOIO (YHKIII€I0, IO J03BOISE
CMiBBIJTHOCUTH CTaHU i IPOLECH.

Kaio4oBi ciioBa: ciucreMHHl 00’ €KT, iIMOBIPHICHO-CHTpOITii{HA OLIIHKA, EHTpOIiiHa (QYHKIiS CTaHy, CTPYKTYpHA MaTpUIsl, KOTHITUBHUH Miaxin,
KOMIUIEKCHA OIliHKa, piBHOBAra, MOAE/b JOCII/KCHHS.

Scientific and technical journal «Technogenic and Ecological Safety», 7(1/2020) 11


http://scorcher.ru/theory_publisher/show_art.php?id=653
https://studopedia.su/18_9632_lokalizatsiya-vpf-v-golovnom-mozge-cheloveka-i-evolyutsiya-vzglyadov-na-dannuyu-problemu.html

HaykoBo-texuiunmii xxypaan « TEXHOI'EHHO-EKOJIOT'TYHA BE3IIEKA», 7(1/2020) ISSN 2522-1892

JIITEPATYPA

1. Xaprm P. B. JI. Teopus undopmaruu u ee npunoxenust. M.: dusmarrus, 1969. 535 c.

2. Topenosal'. B. MoxemipoBaHue clieHapueB Pa3BUTUS COLUATBHO-)KOHOMIYECKIX CHCTEM Ha KOTHUTHBHBIX KapTax pernoHoB lOra Poccun.
Mamepuanst Mescoynapoonoii nayuno-npakmuueckoii kongpepenyuu, spanns-2012. C6. nayunsix crareid. U. 1., Kpacnonmap: IOUM, 2012. C. 76—
86.

3. Toxnit B. HewiTkuil KOTHITHBHMII aHaNi3 PH3UKIB IIpU TECTYBaHHI IPOrpaMHOro 3abesnedeHHs. Bicnux Hayionanwnozo yuieepcumemy
«JIvsi6coka nonimexnixka». Komn tomepui nayku ma ingpopmayiini mexnonoeii. 2015. Ne 826. C. 372-379.

4. Topenosal. B., Menbauk 3. B. O KOrHUTHBHOM MOJCIMPOBAHUY Pa3BUTUS CUTYalUil B PETHOHE B YCIOBUIX OBICTPBIX U3MEHEHHUI Cpeibl U
npotuBoaeiicTBus. Mzsecmus FOxcnozo ghedepanvrozo ynusepcumema. Texnuueckue nayku.2011. T. 116., Ne 3. C. 65-78.

5. Tlamkosa I'. KorHiTUBHE MOJENIOBAHHS PEriOHANBHOIO PO3BUTKY y ACP)KAaBHOMY YHPABIiHHI. Edexmusnicmyv 0epocasnozo ynpaguinis.
2016. Bun.1/2 (46/47). C.218-228.

6. Tepentser O. M., IIpocsukina-XKaposa T. 1., CaBactesiHOB B. B. 3acTocyBaHHs KOTHITHBHOIO Ta HMOBIPHICHOIO MOJCNIIOBAHHS B 3a/1a4ax
(opMyBaHHSI CLIEHAPiiB PO3BUTKY COLIIAIbHO-EKOHOMIUHKX cucteM. Haykosi éicmi HTVY «KIIl».2016. Ne5.C. 37-47.

7. Spomko I. KorniTHBHHMII MiIXiX 10 MOZETIOBAHHS PO3BHTKY JIiCOIPOMHCIIOBOrO KOMILIEKCY YKpaiHu. [Ipobiemu i nepcnekmusu ekoHomiKu
ma ynpaeninnsi. 2018. Nel. C.72-79.

8. Ilerpos B. B., Arees B. M., I1aBnosa H. B. DHTpomnHiiHbIE METOBI IPOSKTUPOBAHHKS CIOKHBIX HH)OPMAIIMOHHBIX CHCTeM. Mmoau Hayku u
mexnuru. Texnuueckas kubepnemuka. 1985. T.18. C. 78-123.

9. Caguenko A. C. [ndopmaniiiHo-eHTpOmiiHMI MIAXIA 10 OLIHKH MPOAYKTHBHOCTI KOMIT IOTEPHHX MEPEX 3 Pi3HOPIAHUM TpadikoM. Haykosi
3anucku Ykpaincoko2o Hayko8o-00caiono2o incmumymy 36 's13xy. 2014, Nel1(29). C. 44-50.

10. KpsineB A. B., Maroxun B. B., Xaputono B. B. DHTponmiiHbIii MeTO] MOHUTOPHMHIA pEATH3alUH JKOHOMHU-YECKHX CTpaTerHi.
Oxonomuueckue cmpamezuu. 2010. Ne 5. C.1-5.

11. Jatnos C. A. DHTponuiiHas SKOHOMHMKA M CHHEpruiiHas SKOHOMMKA: BBEIECHHE B METOIOJIOTMIO MCCIEIOBa-HUS SHTPOIMUMHBIX U
CHHEPrUiHBIX colMaibHO-3KOHOMHUueckux cuctem. CII6.: Acrepuon, 2012. 88 c.

12. Crasenko 0. @., I'pomor ®@. V. DHTPONHIAHBIIA MOAXO K MOCIHPOBAHUIO GH3HEC-TIPOLIECCOB. [Tepcnekmuebl pazeumus UHGOPMAYUOHHBIX
mexnonozuil. Coopuuk Marepuainos I MexayHnapoanoii Hayanoi koHpepenuun. Hosocubupck: HI'Y, 2011. C.1-14

13. Kozyns T. B. IIpouecu exonoridnoro peryimosanHs. KoHuemniist koprmopaTuHoi ekosoridnoi cuctemu: monorpadis. Xapkis: HTY «XITH»,
2010. 588 c.

14. Kozynsa T. B. TeopeTuko-npakTHYECKHE OCHOBBI METOONOIMH KOMIIJIEKCHON OI€HKH 3KOJIOTMYHOCTH TEPPUTOPHANILHBIX M O0OBEKTOBBIX
cucrem. Monorpadust. Saarbriicken: Palmarium Academic Publishing, 2014. 298 c.

15. Kozynsa T .B., Illaponosa H. B., bizoa M. O., Kosyns M. M. Indopmaniiini 0co01IMBOCTI BH3HA4YEHHS OLHKHM BiJMOBIZHOCTI CTaHy
€KOJIOTYHOCTI CHCTEMHUX 00’ €KTiB. Bocmounoesponeiickuil #cyphan nepedosvix mexuonozui. Xapbkos, 2015. Ne5/10 (77). C.27-33.

16. Ipuroxun U. P., Crenrepc U. ITopsanok u3 xaoca. M.: Hayka, 1986. 432 c.

17. Ilennon K. Pabots! mo Teopun nndopmaruu u kubepuetuxe. M.: M31-Bo nHocTp. murt., 1963. 829 c.

18. KmumentoBud 0. JI. CtatucTHuecKas TeOpHs OTKPHITBIX cucTeM. M.: Suyc, 2001. 305 c.

19. Ipaxrumsuam U. B. DHTponuiiHele W ApyrHe CHCTEMHBIC 3aKOHOMEPHOCTH: Bompochl ympaBieHHs CIOXHBIME cucreMamu. M.: Hayka,
2003. 428 c.

20. Iupuazaposa @. H. Urto ects xu3Hb? MHYOPMALIHOHHO-9HTPONHUIHAS MOJENb KUBBIX cucTeM. TamkeHt, Pecny6iuka Y3oekucran, 2016.
URL: http://scorcher.ru/theory publisher/show art.php?id=653 (zata o6pauienus: 04.04.2020).

21. Xanmapues A. A., EcpekoB B. M., Kossipes K. M., I'ontapes C. H. Menuko-6uonorndeckasi Teopust u npaxtuka: Monorpadus / [lox pen.
B. I'. Teimunckoro. Tyna: U3n-so Tynl'VY. Bearopoxa: 3A0 «benroponckas odnactHas tunorpadus», 2011. 231 c.

22. bexrepesa H. I1. Marust mo3ra u naGupunTsl xusau. M.- CI16.: Act, Cosa, 2007. 349 c.

23. Maiiopos O. 10., ®enuenko B. H. IloBblieHre HaASKHOCTH HCCACIOBAHUIN 1ETEPMUHUPOBAHHOTO Xa0ca B OMODJIEKTPUICCKON aKTHBHOCTH
(O0TI, OKI' n BapuabenbHOCTH CEPJIEYHOr0 PUTMA) METOJAMU HEIMHEWHOro aHanusa. Kaunuveckas ungpopmamura u menemeouyuna, 2009. T. 5,
Bem. 6. C. 10-17.

24. Jlokammzanmst  BII® B romoBHOM — MO3re  4eloBeKa M OBOJIONMS  B3MSLAOB  HA  gamHylo  mpoGmemy — URL:
https://studopedia.su/18 9632 lokalizatsiya-vpf-v-golovnom-mozge-cheloveka-i-evolyutsiya-vzglyadov-na-dannuyu-problemu.html  (mata  3Bep-
nenns: 04.04.2020).

25. Hlatuxus JI. I'. CTpyKTypHbIC MATPHLBI M HX MPUMEHEHHUE IS HCCIeqoBanus ciucreM. M.: Mammunocrpoenue. 1991. 256 c.

26. Didmanidze 1., Donadze M. The static optimization task of optimal design of nonlinear electronic scheme. Problems of Atomic Science and
Technology, 2018. Ne3(121). Pp. 109-115.

27. Kozyns M. M. KomriekcHa iHhOpMaIiiHO-CHCTEMHa OLIHKA PIBHS €KOJOridyHOi Oe3lmeKH CKIaAHUX O0'€KTiB: AWC ... KAaHI. TEXH. HAYK:
21.06.01. X.: Hair. TexH. yH-T «XapKiBChKHI mOMITEXH. iH-1», 2017. 190 c.

28. Kozymns T. B. OcobauBOCTI OLIHKH SKOCTI HABKOJHIIHBOTO CEPEIOBHINA 1 YIPABIIHHS €KOJOTITHOI0 OE3MEeKOI0 3 MO3HIIH CTaIOr0 PO3BUTKY:
nuc. 1-pa. Tex. Hayk: cnen. 21.06.01. IV «InctuTyT reoximii HaBkommHboro cepenosuina HAH Ykpainu». Kuis, 2012, 383 c.

12 Scientific and technical journal «Technogenic and Ecological Safety», 7(1/2020)


http://scorcher.ru/theory_publisher/show_art.php?id=653
https://studopedia.su/18_9632_lokalizatsiya-vpf-v-golovnom-mozge-cheloveka-i-evolyutsiya-vzglyadov-na-dannuyu-problemu.html

